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## Introduction

## Outfit Recommendation

- Outfit is collection of products which go well together.
- Outfit recommendation is a relatively well studied area in which researchers aim to recommend outfits based on the notion of learning compatibility between lifestyle or fashion items [11, 17-19].
- Outfits can be categorized into different styles
- Work
- Casual
- Party ..
- A substantial volume of work has been done on the specific area of personalised recommendations [13, 20].
- None of them specifically take outfit style into account while learning compatibility within outfits.


## Outfit




## Existing Research for Outfit Compatibility

## Compatibility Model

Query outfit:


Outfit complementary item retrieval:

[12] Fashion Outfit Complementary Item Retrieval

- State of art, Compatibility Models optimize outfit level loss
- The model is trained to learn missing item in partial outfit such that complete outfit is compatible with the missing item.
- Compatible loss is modelled as Fill in the blanks loss


## Motivation and Objective

## Style

- An outfit may look compatible under one style construct, but not in another.
- Outfit compatibility depends on style.

Objective - For a chosen fashion item (as an anchor), a set of desired item categories as a template and a user-defined outfit style, we aim to complete the look by generating top-k compatible outfit sets (each having the common anchor item and other items conforming the template).

Template: < tops, skirts, shoes, watches > where tops is the category of the anchor


Illustration of the effectiveness of style-guided outfit generation over a style-independent variant.

## Research Direction for Style

## Compatibility + Style Model

Theme-ignored Compatibility


Theme-aware Compatibility

## Outitit B



- We augment style information to learn an improved compatibility prediction model named as SATCORec(Style-Attention-based Compatible Outfit Recommendation).
- The learned model helps in generating suitable outfits for a given anchor item and a style in the most efficient way.


## Compatibility Model



Compatibility Model (State of Art)
Lin, Yen-Liang et al., Fashion Outfit Complementary Item Retrieval, CVPR'20

## Compatibility Model



Compatibility Model (State of Art)
Lin, Yen-Liang et al., Fashion Outfit Complementary Item Retrieval, CVPR'20

## Proposed Approach



$$
\begin{gathered}
\mathcal{L}_{\text {compat }}=\max \left(0, D_{p}^{s_{k}}-D_{N}^{s_{k}}+m\right) \\
\mathcal{L}_{\text {stylecompat }}=\max \left(0, D_{p}^{s_{k}}-D_{p}^{s_{q}}+m\right)
\end{gathered}
$$

## Proposed Approach



$$
\begin{gathered}
\mathcal{L}_{\text {Style }}=\operatorname{KL}\left(\mathcal{N}\left(\hat{\boldsymbol{\mu}}_{i, s_{k}}, \hat{\boldsymbol{\Omega}}_{i, s_{k}}\right) \| \mathcal{N}(0, \mathbb{1})\right) \\
\mathcal{L}_{\text {classif }}=-\sum_{i=1}^{m} y_{s_{k}} \log \left(\hat{p}\left(O_{i} \mid s_{k}\right)\right)
\end{gathered}
$$

## Proposed Approach



## Model Loss

## Style Vector

$$
\mathbf{r}_{\mathcal{O}_{i}, s_{k}} \equiv\left[\lambda_{1} \mathbf{s}_{\mathcal{O}_{i}, s_{k}}+\lambda_{2} \hat{\boldsymbol{\mu}}_{i, s_{k}}+\lambda_{4} \hat{\hat{\boldsymbol{\mu}}}_{s_{k}}, \lambda_{3} \hat{\boldsymbol{\Omega}}_{i, s_{k}}+\lambda_{5} \hat{\boldsymbol{\Omega}}_{s_{k}}\right]
$$

| Variations | $\boldsymbol{\lambda 1}$ | $\boldsymbol{\lambda 2}$ | $\boldsymbol{\lambda 3}$ | $\boldsymbol{\lambda 4}$ | $\boldsymbol{\lambda 5}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SATCORec-r | 1 | 0 | 0 | 0 | 0 | Input Outfit Representation Sample |
| SATCORec- $\left(\mathbf{p}_{\mathbf{m}} \mathbf{+} \mathbf{g}_{\mathrm{m}}\right)$ | 0 | $\lambda$ | 0 | 1 | 0 | Mean of outfit and Global Style Representation |
| SATCORec- $\left(\mathbf{r}+\mathbf{g}_{\mathrm{m}}\right)$ | $\lambda$ | 0 | 0 | 1 | 0 | Input Outfit Representation Sample and Global Style <br> Representation |
| SATCORec-p | 0 | 1 | 1 | 0 | 0 | Mean and variance of Input Outfit |
| SATCORec- $(\mathbf{p}+\mathbf{g})$ | 0 | $\lambda$ | $\lambda$ | 1 | 1 | Combination of Outfit Representation and Global Style <br> Representation |

## Variations of SATCORec that have been experimented with

## Outfit Generation



Style-Compatibility-Attention Network (SCA Net)


## Example Outfits per Style



Outfits generated for same anchor item with varying styles

## Data Annotation



- Manual Creation of Outfits for multiple styles by Domain experts
- Expanding outfits by extracting similar items from catalog using attribute similarity
- Using Data Annotation Interface, Annotate similar items as compatible or not.
- Multiple Taggers tag single sample, to get high confident data.

Data Annotation Interface

## Dataset Statistics and Evaluation Metrics

Distribution of compatible outfits across different styles

| Style | Party | Outdoor | Summer | Formal | Athleisure | Winter | Casual | Celebrity | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Training | 8183 | 6280 | 7061 | 5136 | 16232 | 16028 | 5194 | 5424 | 69538 |
| Validation | 1174 | 1001 | 1204 | 840 | 1981 | 2135 | 791 | 808 | 9934 |
| Testing | 3018 | 1937 | 2551 | 1648 | 2506 | 4695 | 2034 | 1480 | 19869 |

## Quantitative Results

Fill in the Blank (FITB) Accuracy

Q: \begin{tabular}{|l|l|l|l|}
$\mathbf{q}_{1}$ \& $\mathbf{q}_{2}$ \& - \& $\mathbf{q}_{4}$ <br>
\hline

 A: 

\hline $\mathrm{a}_{1}$ \& $\mathrm{a}_{2}$ \& $\mathrm{a}_{3}$ \& $\mathrm{a}_{4}$ <br>
\hline
\end{tabular}

$\square$


## Compatibility AUC (Compat. AUC)

Hard Negative (HN) Samples: Random sampling from matching fine-grained categories. For example, replacing a shirt in a positive outfit with a random shirt.

Soft Negative (SN) Samples: Random sampling from matching high level categories. For example, replacing a top-wear in a positive outfit with a random top-wear.

Entropy : To measure entropy, we pick anchor items which belong to outfits from multiple styles. We rank all the outfits using each baseline given a style and pick the best one. For baselines which are independent of style we get top-K outfits where K is total styles in data. This helps capture that user gets maximum utility for a product if it can be used in multiple styles.

## Quantitative Results

| Method | FITB |  | Compat. AU-ROC |  | Entropy |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | HN | SN | HN | SN |  |
| Theme Matters | $38.53+-0.17$ | $63.2+-0.21$ | $85.4+-0.15$ | $93.85+-0.1$ | 0.61 |
| CSA-Net | $53.14+-0.17$ | $67.05+-0.25$ | $94.42+-0.03$ | $96.3+-0.03$ | 0.48 |
| SATCORec-r | $53.32+-0.18$ | $66.63+-0.15$ | $94.47+-0.02$ | $95.99+-0.04$ | 1.09 |
| SATCORec-p | $52.06+-0.10$ | $67.31+-0.14$ | $94.78+-0.02$ | $96.47+-0.02$ | 0.97 |
| SATCORec- $(p+g)$ | $46.56+-0.05$ | $61.03+-0.17$ | $88.41+-0.02$ | $90.10+-0.02$ | 0.78 |
| SATCORec-(r+g_m) | $47.61+-0.12$ | $60.70+-0.06$ | $88.88+-0.06$ | $91.34+-0.02$ | 0.12 |
| SATCORec-(p_m+g_m) | $49.73+-0.05$ | $63.02+-0.11$ | $90.96+-0.05$ | $92.25+-0.02$ | 0.63 |

Comparison of Compatibility Learning for different methods on the Dataset

## Quantitative Results

Rank : To measure rank given a style, we pick anchor items which belong to outfits from multiple styles. For style based models, we measure given the style per anchor item compatibility score per outfits and measure the rank of outfit with correct style.

Using rank, we compare the models using the following metrics

|  |  | SATCORec-r | SATCORec-p | Theme Matters |
| :---: | :---: | :---: | :---: | :---: |
| Metric | MRR of correct style | $\mathbf{0 . 8 8 4 4}$ | 0.7676 | 0.6213 |
|  | Correct style on 1st rank | $\mathbf{8 0 . 9 4}$ | 59.36 | 42.37 |
|  | Correct style in top 3 ranks | 95 | $\mathbf{9 5 . 1}$ | 76.51 |
|  | Avg rank of the correct style | $\mathbf{1 . 4}$ | 1.7 | 2.5 |

Comparison of different baselines on Rank of correct styles

## Quantitative Results

| Anchor Topwear | Athleisure Bottomwear | Casual Bottomwear | Formal Bottomwear |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| Style Pre-conditioning | Bottomwear 1 | Bottomwear 2 |  |
| Athleisure | 1 | 0 | Bottomwear 3 |
| Formal | 0 | 0 | 0 |
| Casual | 0 | 1 | 1 |

Style Conditioned Ranking of Items

## Quantitative Results

Top-1 Accuracy : For each anchor item which belong to outfits with multiple styles, we check the top-1 accuracy of selecting the right child item in the outfit conditional on the style.

|  | Top-1 Accuracy | SATCORec-r | SATCORec-p | Theme Matters |
| :---: | :---: | :---: | :---: | :---: |
| Parent-Child | Topwear - Bottomwear | 66.74 | $\mathbf{7 7 . 3 3}$ | 50.32 |
|  | Bottomwear - Topwear | 72.02 | $\mathbf{8 6 . 6 5}$ | 57.92 |
|  | Topwear - Footwear | 65.79 | $\mathbf{7 5 . 9 7}$ | 59.73 |
|  | Bottomwear - Footwear | 69.81 | $\mathbf{8 0 . 1 3}$ | 62.79 |

Comparison of different baselines on Accuracy of top-1 child product style

## Combination of Styles



Outfits generated for same anchor item with combination of styles

## Thank You <br> For your Attention

https://harshm121.github.io/project_pages/satco_rec.html

## Any Questions?

Email: niloy@cse.iitkgp.ac.in @gangulyniloy

Complex Network Research Group (CEnRG) : @cnerg

## Quantitative Results

| Method | Party | Outdoor | Summer | Formal | Athleisure | Winter | Casual | Celeb | Overall |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TypeAware | 28.33 | 29.22 | 10.24 | 33.54 | 19.52 | 18.1 | 2.67 | 15.92 | 19.3 |
| BPR-DAE | 28.19 | 17.07 | 17.74 | 36.26 | 31.64 | 29.05 | 23.42 | 19.05 | 25.64 |
| TransNFCM | 12.78 | 25.72 | 3.09 | 23.84 | 30.01 | 21.21 | 0 | 27.86 | 18.36 |
| CSA-Net | 34.63 | 26.79 | 13.98 | 35.44 | 28.69 | 26.94 | 11 | 27.11 | 25.38 |
| ThemeMatters | 34.26 | 24.2 | 7.48 | 24.68 | 14.21 | 30.05 | 18 | 9.95 | 21.39 |
| SATCORec-r | $\mathbf{5 0 . 5 6}$ | $\mathbf{3 2 . 1 2}$ | 19.84 | 45.78 | $\mathbf{3 8 . 6 5}$ | 39.31 | 18.17 | 25.62 | $\mathbf{3 4 . 2 7}$ |
| SATCORec-p | 38.59 | 21.89 | $\mathbf{2 3 . 0 6}$ | $\mathbf{4 7 . 2 6}$ | 37.18 | $\mathbf{4 0 . 9 2}$ | $\mathbf{2 4 . 0 9}$ | $\mathbf{2 8 . 0 9}$ | 32.96 |

Comparison of style-specific fine-grained categories chosen by different methods.
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